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Abstract

introduction

A  goal of the Iligl)t Sys(cm ‘[ ’cs(bd  (1 ’S’1 ’ )  is  10
gcmrdlim  and opt im im system-level spacecraft in[crfaccs
in suppor( of mpid prototypit~g a n d  intcgta[ion  testins
[ l;S’l’, [’194]. Using software 10 simulate the spacccrdft
and environment al arbitrary levels of abstraction is lhc
Illcmc  oftbis paper.

A snapshot of a spacccmfi under clcvclopmmt includes
a combination o f  barciwarc caginecring 1I1O(ICIS,
brcadboads, brass boards, and soflwarc simulations. ‘1’hc
l;S”l’ clcvclopmenl  env i ronment  iaclLdcs  Icchniqocs  h
tbc smodb  rcplaccmcnt  d s o f t w a r e  simalalicms  w i th
hardware or flight software as it bccomcs avail ab]c. ‘Ill is
facilitates cmnplcx Ilarcl}varc-it] -tllc-  Imp sinlulalions.

1 n part ica]ar, an arch itcct Llre was clevclopcd  to suppml
rapid protolypiag  of plaac(ary spacecraft systems. ‘1’his
involves cncapsalating  core m-boarcl  services rcqLtircd of
any spacccrdfi  (pointing, command handling, tclemc[ry
sloragc, cIc.) and simulating a flight-like crlvironmcat,
Silualalitlg Ihc motion  of a spacecraft or the output of a
camera in real-tilnc is a substantial task.  OLIr appmacb is
to mllcct ancl integrate simulation syslcms that mdcl the
in-flight c.nvim)mcnt,

(hlr silnalatioa  architcc[urc  is a layered ball’s-eye, or
onion pal[crm tcminisccat  of t r a d i t i o n a l  unipmccsscw
opcra[ing syslcm cksiga [’I’an87]. “1’hc center  is  the

syskm uadcr test. ‘1’hc first  Iaycr oat is tbc intcrfacc clrivcr
layer. ‘[’his sbadcd layer presents services to the core
systcm  t h a t  w i l l  remain coaslaat a s oatcr layer
silnolatioas  arc replaced with real clcvices.  I;or example,
ia f:igLlre  1 the core cock tinclcr test might bc a spacecraft
a[ti~LldC COlltI’01 SyStCIH, ancl tbc first Iaycr oLIl m i g h t
provicie tbc core system with a gyro_ get.. state ( )
fLinctioa  that is inilially implemented as a  mnotc
proccdLIrc cal I (KIT) to a real-time dynamics moclcl
sialLllating spacecraft motion. “1’11 is fLlnction  might later
bc implemented to send a message across a bLls to
spacccrafi  rate sensors.

. Environment models

‘1’hc outcrmos(  layers arc virtual  subsys tems and
environment models being osd to fool tbc core systcm.
I:or cxamplcj claring spacccraf[ sys[cm  test, the spacecraft
at tbc ccm sends thruster commaack  to tarn (“torque”)
itself, and reads sensors to de(erminc  the carrcnl atlitadc
for compar ison to  i ts  cicsircd  altitLlclc.  It then issacs
another set of lhruslcr  commands to comet rcmaiaing
error. “]tll’llStCl’  colnmaads arc “CXeClltCd” by the
dynalnics  moc]cl and sensor oLtlpats  arc prodLIccd by the
dynamics mode]. Ikcaasc  of the inacr Iaycrs insalat irlg
the core of this archikctare, the flight sotlwarc cannot



Icll that it is in a test eaviroamcnt  aacl not on
interplanetary craisc.

%ftwarc  development within this arcbitcctarc is
sappmkl b y  aa asytlcbrmous mcssagiag system
dcvclopcd  a t  J])l,.  ‘1’his systcm, ‘1’ramcl (’l’ask Rmote
Asytlchroooas Message lkchangc  1,aycr), is based cm tbc
tcchaiqaes  underlying Remote objects Message Pkcbangc
[l{ OMlj]. ‘1’ramcl provides application software writ~ct] in
~’ with  a  simple and highly  pmlab]c, platform-
iacicpcndcat abstraction for cla(a cmnmanicatioa among
UNIX proccsscs,  VxWorks  tasks, and I)osix threads, la
clkct,  each “1’ramcl-] itcrat c process/task/tllrcad (called a
“mm”) al(acbcs itself to aa abstract nctwok of processes
(an “applicalim universe”) that insulates the application
from details of tbc actaal  colllllll~l(lllicatio]l  ]]etwmk such
as processor arch itcctarc, Opcrat itlg Systcm, and
c{)lllilltlllicatioll protocol. 111 addition, ‘1’ramc]
implements a l>Ltt>lisll/silbsctiLJc  cotllll]tltlic:ttiot]  model
that far(bcr sbiclrls application code from having to
aaderstaad  the configuration or s(ate of tbc distribatcd
application a[ any tilnc.

All, and only,  those mm within a given ‘1’ramcl
anivcrsc  can use ‘1’ramci to cxchaagc  messages, and no
mnc caIl bc in two uaiverscs a l  t h e  s a m e  t i m e .  ‘1’0
gllaralltcc  tllattlo dcl)cllclctlcics  otl virtual  sLlbsystems and
cnvironmcal  modc]s (wbic}l  would compmmisc ficlclity)
arc built into core software, ancl vice versa, we partition
tbc l;S’l’  into two application uaivcrscs. ‘1’hc CCYC
sof[\\Tarcclcll~cj~ts  inhabit a “flight soflwarc universe” and
use ‘1’ramc]  oaly  to cxcbangc  d a t a  among tbmsc]vcs.
‘1’hc victual subsystems and environment models inhabit a
separate “support cclaipmcnt universe”. ‘]’hal  is, wc build
afircwall i>ct}vccl~tl~ccorcaflrl lllcoulerlaycrs ofthc l; S’l’
arc bilcctaral bLI1l’s eyc by  mapping tbcl II into cliflimmt
‘1’ramcl anivcrscs  and c o m m i t t i n g  1 0  Nse ‘1’ramcl for
intcrproccss  col~]l~~llllicatiol~.  All communication bctwcca
tbccorc  aod tlIc OLItCI Iaycrs  ases non-’l’ramel tccbaiqoes
implcmcnkd  in the intcrkcc  dr ivers layer  of  the
archi[cctam.

Organization of !hc ]’apcr

‘Ibis paper  is orgaai~,ed  as follows: tbc next section
dcscribcs the arcbitectarc  of tbc inlcgralion  a n d  tcs[
caviroamc.nt. Withia  thal section arc subsections or] tbc
primary subsystems, “1’hc pcaLlltimatc  s e c t i o n  i s  a
d i s c u s s i o n  o f  lhc sof[warc suppotl for the archikclarc
prcvioasly  clcscribcd. ‘1 ‘he p a p e r  coIlclLIclcs  with a
sulnmary of Icssoas  Iearoccl  aocl topics for fatarc work.

,Systcm Simulation Architcctarc

‘1’hc spacccrafi  avionics arc SUt’1’OLllldCd by Sillllllatioa
supporl cqaipmcatj  ground data system  s o f t w a r e ,  and
Collso]cs. Standard ne[work intctfaccs a n d  b a s e s ,
commctcial  real-time opera[ing  systems and widely-used
Iangaagcs  ((:, G I, aaci 1 ,abViuv)  mean that tbc l;S’l
environment coasists primarily of ofl-the-shelf commercial

pmdacts  or Jl)l ,-clcvclopcd scdlware using iadastry -
staaclard  tccllaiqLlcs.

‘1’0 il lastratc t h e  p l u g - a n d - p l a y  nat are o{ tbc
architectam, lbc init ial communication mecliam was
ctbcmet. ‘1’his was replaced with a Mll ,- S’1’1)- 1553 bLls
Wi(boat affecting spacecraft or simLl]ation sLtbsystcals.

‘1’hc ell]p]]asis ON modlllarity  and t h e  l o w  cost of
nc[work-ready cmbccldcd  processors bas resulted ia a
distributed, mLllti-processor l~S’1’.  “Ihc avionics and
sappor( simulation proccsscs tl]cmsc]ves typically use
multiple  processors.

“1’jje }:S’]’ bLlilds  011  J])] ,’s cflotls  since  1992 to  bLliid
prolotypc  spacecraft. A specific example is the Asteroid
Comet MOOII 1 ixplorrr (A fJMIj) s p a c e c r a f t  st aclics
pcrfomlccl in 1993. A~MIt is a small, rigid b o d y
spacccrtifl  stabitizcd in tbrcc a x i s  using s i x  reaclion
coat ml system  (RG) thrusters. ACIM 11 dilTccs from more
c o m p l e x  spacecldft in that hardware rcd[indancy  is
minimized, for cmamplc, at~itudc  control, command
processil}g, and data handing reside on a sit~glc processor.
‘Ibis  is rcprcscn(ative of the smaller spacecraft in J1’1 ,’s
fL]tLwc.

‘1’he l;S’l’ simulation enviroamcat  provides sotlwarc
and test-cqLJipnlcnt  sLIppoI’[ for  attitade coatro], command
a n d  clata col]~l~~~ll~icatio]~, power, tclccommaa  ical ion,
instrument, and clata recording subsystcms. Realistic
factional iatcrfaccs have ~ccn defined and implemented to
allow subsystems to bc replaced, This results in a testbcd
wit}) l o w  inter-sabsystcm  c o u p l i n g  and bi.gb intra-
sabsystcm  cohesion. Sabsystem  simalat  ions are replaced
by breadboards, cnginccriag moclcis, and flight hardware
as they bccomc  available.

At t it udc Cent w] SII bsystcm (ACS).

‘1 ‘hc dcsiga of tbc at [it uclc coatrol subsystcm w a s
based on the ~assia i spacecraft’s software object
architect Llre, ‘Ilc resulting arcbitecturc is a collection of
disjoint objects commuaicatiag  via staaclard data paths
[AI195].  ‘1’his rcsal[s in an extensible systcm in which
cbang,es  resalting f rom tbe i n c o r p o r a t i o n  of IICW
tecbao]ogy  or grc)wtb in capabilities are local iz,ccl in a fcw
objects. l~or example, switchiog  f r om one t y p e  o f
.gyroscopc 10 a n o t h e r  impacls only tbc Ciyro Manager
D1O(ILI1C.
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fI’iguIc  2. A([ikle COII(FO1  SItlLvyvI(’m 7)’s[

l:igurc  2 is an instantiation of tbe onion-layer
arcbitcctarc  of the previous figL)re. In tbc center is the
spacecrdl protolypc.  ‘1’bc enclosing box represents tbc
interface drivers. Simulation sabsystcms and test
cqLlipnJent arc the oLltcr layer  o f  tbe d i a g r a m ,  ‘1’bc
cm boldcncd arcs represent comm an i cat ioa triggered by a
“point” command i nit iatcct from tbe groand data system.

l~volal ionary bas itllf>lcl]lclltatiolls are being
cvalaatcd.  A Mll ,-S’1’1)- 1553 bus has been osul as tbc
ACS cnginccring  bas and will be replaccct  by Mll ,-S’l’l)-
1773 (fiber) witboat  impacting the A~S  sof~warc,  I’bc
(Son(ro]lcr A r e a  Nc[work  (CAN)  cicvclopcci  by t h e
automotive indostry, is being planned as at) al[crnativc
col]lllltltlicalic)ll  mcdiam.  lnscr~ion  of these ncw mcclia
was facil ila(cd by tbc connection-oriented interface drivers
Iaycr chosen to bi(tc tbc dclails of tbc ondcrlying  network
hardware.

“1’bc AC~S  provides core scrvic.cs sLicb as “point ancl
bold” and main engine burn. l’bcsc  services are tbc
foundation for higher level nlancLlvcr  scqacnccs or dala
acquisitiol~.

(ommand and Data Jlnndliag Subsystcm (G!tl)l[)

‘1’bc CXLI)I I subsystem consists of a telemetry
management system and a command seqoencc  manager for
cxccat icm of scqacnccs  of commands stored on-boarci,
‘1’bcsc  scqacnccs  can bc either time or event-driven.
Scqacaccs c a n  bc paramctcrizcd, allowing tbc
illl}>lc]llclltatiotl  of bighcr  Icvcl spacccmfl fanctions  as
macros. ‘ Ibis is patlicalarly  cfl’ectivc  in a prototyping
cnvironnlcnt Wbcl’c mission scenarios can bc
accon~plisbcci  b y  pasl ing togclhcr  core scrviccs asing
scripts.

IJynamics  Subsystcm.

‘1’bc spacecmfl  dynamics sinlulation  is based on tbc
I)ynamics  A l g o r i t h m s  for I{cal-’l’imc  Simala(ions
I lJAR’I’S]  software cicvclopcd at Jl)l,.  I) AR’I’S provides a
library of sensor and actoator mocio!cs  that cmolale  the
physics of a given sensor or actLlator  (socb as tbtustcr  rise
times and gyroscope t ick coan(s). ‘1’he IIAI<’I’S  sbcll
(I>sbcll) accepts tbros(cr conlmands  as inpoi,  calls lbc
appropriate actoator modalcs to proctace a rcsoltant fbfrc
vcctcw, calls IJAI{”l’S  10 aclvancc  tbc collations of motion
by one time step, lbcn calls tbc appropriate scnscw  moctcls
to prodacc sensor readings bascct  cm the ncw c)rientation  of
the spacecraft.

in  addi t ion to p}lysical mocicls  of s e n s o r s  a n d
actaators, a barctwarc simatation  nloctcls tbc electronic
intcrf:tccs to spcc.ific  scnsots  anti actuators, e.g. valve drive
electronics, inertial refcrcncc onits or a Mll ,-S’[’1)-  1553

example, l’cl’/i[’ Sockets o v e r  litilcrnct c a n  b e
transparently sobstitotcd f o r  bas bardwarc daring
dcvclopmcnt.

instrument Simalalion.

It is common tila( af(cr ‘tbc power, data, and ccnnnland
intcrF~ccs to a  s c i e n t i f i c  instmlnent  arc ctctcrmincd,
dcvclopmcnt of tbc illS[f’lllllCllt  proceccts  in  paralicl witil
spacecraft clcvclopmcnt. ‘1’0 dccoaplc  tbc development of
tbc instromcnt and spacecraft, tbc FS’1’ provides a two
pail  instrLlnlcnt simulation. Spacccratl  simulation and
test can procecct witboLlt tbc instrutnent present, F’igurc 3
is tbc onioa-iaycr model w itb cmp}lasis on
conlnlanication  bctlvccn subsystems daring test of a
simuiated  or iwototypc instratncnt.
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l’bc two parls of the sin~ulation arc an instrLnncnt
simaia(ion and a simaiatcd environment. ‘1’bcsc Iwo
par(s are elaborated in Iigarc 4. ‘J’bc instrument, possibiy
simaiatcci in software, commanicatcs  tbroagb tile same
con~mand-ciata  interhcc  and prodaces  lbc same power load
as tbc  pbysicai i n s t r u m e n t  wili. in actclition,  t bc
simulated environment takes observational parameters
oatpal from tbc instranwnt  and crcatcs piausib]e data
(images, in some cases) (icl ivcred back to tbe inst ramcnt
sabsystcm. ‘1’hc simalatc(i environment can bc simple or
complex, ti~c Iat[cr incorporating position and attitadc
data f rom tbc I) AR’I’S sin~olation,  rcncicred i m a g e s ,
backgroLInci  stars derived from star catalogs, typical scene
blar  provided by at] optics model, and simalatcd detector
noise.

remote terminal. ‘Ihcsc barclwarc simulations make it
possii]ie to sabstitatc varioos bos itllplclllctltal iotls w i t h
l i t t l e  or no impact o n  tbe rest o f  tbc sys(cm. 1:01
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Sof(warc Support for the IWrl’ J’;nvironmcnt

‘1’lIc IJS’[’ s~f(w,arc  dCVClOpIIICI)t ctlvironmcll[  provides
several nlccbanisms that Sllppml incremental
dcvclopmcntj  smooth iatcgralion,  and extensibility, ‘1’bc
Conlmcm foundntiotl of these mcchaaisms is ‘1’ramcl,  the
lllcclia-itlclcj>ct~clcl]t  message passing sys(cnl  dcscri(>c~l
briefly above. ‘l’ralllcl  cl)ablcs  subsystcm ]\]odL\lcs  tO
proclLlccoLltput bypoblishiag l~~cssagcs~~itl~ol!t  knowiug
what other modo]cs  will receive them, and to consume
iapo( by subscribing to messages without knowiag  whai
other nlocialcs will produce thcm. } ;ach message has a
subject, which is an applicaticm-sc]  cctcd  intcp,cr that
f(lllc.tions somewhat like  a mclhod selector it] an ol>ject-
orict)tcd programming langaagc  sLIch as Small (alk, and
may also optionally  have contcnl, an arbitrarily long army
of byics. A task  joins an a p p l i c a t i o n  uaivcrsc b y
rcgistcria,g (basically, declaring sonle  ASC[[  striap, to be
its name) and af(cr having registered nlay subscrihc to any
number  of message sL!bjccts;  clifl’crent  message hanrtlcrs
(callback faact ions) may be dcclarcd  for each subject. A
task publishes a message by specifying to ‘1’ramcl its
Sllljcc[, Contcl)t, and content Icogtb; ‘1’ramc]  handles
ctctlvcry of the message to every sobscribcr, whether cm
the same processor or oa other processors, using sockets,
messages qocLIcs,  pipes (}; l l:Os), or wbatevcr other
c{>l~~]~~lii~icatiol~ channc]s  are available; the pa blishiag task
is never aware of Ihc locatioa of the recipient(s) or tbc
t  ranspml  mccbat] ism(s) ascd. Iu this way, the
itl~]]lctllctll:]tiotl  of ooc module is wholly dccoup]c(i from
tba( of any other. ‘J’hc Appcnclix contains a sample C
program that uscs ‘1’ramcl to publish an alarm message
every sixty  scconcts.

(hc hcipflll  extcasioa  of ‘1’ramcl is l’cl_ tramc], a ‘l’cl
[011s94] a p p l i c a t i o n  progran]ming  in(crfacc  to ‘1’ratllc]
functionality. ‘1’his library provictcs ‘l’cl coa)mands that
rccorci subscript ions and llt~slll>scril~tio]ls  and publish
‘1’ramcl  messages. Sobscribiag to a givca subject from
witbia a “l’cl script aalomalically  links that Sul;jcc(  to a
callback fanctioa that passes the contcn( of each message
10 a ‘l’cl iatcrprckr. ‘1’his cnabtcs applications written in
‘IcI  caa par(icipalc  fully in a ‘1’ramel  application onivcrsc,
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“fsts]}e]l”,  W]lic]) i s  b[lilt cm ‘1’Cl_tratl)C], i s  amthct’
llscfttllllccllallist)l forcocapsalatitlg  moclalcs. Ily Iitlking
W i t h  fstd]cll  al]d illvOkill~  its f$[s(arlo f’llllCtiOll, I(S’l’
application cdc automatically acquires the ability to
ialcract with otbcr moclo]cs  in the same application
oniversc and also to bc cmnma(ldabtc via ‘1’cI. }~igure 5
coataias aa example of a high-level fstshe]l comnlanct
SCqUCllCC. Subsystems can exchmgc  commands by
publishing messages containing ‘1’cI commands and
s u b s c r i b i n g  to the  commands pab]ishd by other
subsystms.  ‘1’bis makes integration ofncw, highcrleve]
functionality simple.

](OL’  examp]c, an optical poiating  mociutc can bc adclcd
simply byhaviag  it subscribcto  imagemcssagcs  fromthc
camcfa and poblish “ p o i n t ” commands. l;ncapsulaling
sabsystcms  behind fstshell  facilitates c{istrihtioa of
fllnctionalily  over processors -- an instrument pointing
moctulcc aa bctrai~sl}arel~tty ll~ovcdt oar~otl~crp  rocessor.

[conclusion

‘1’bc I;S’I’ employs several mechanisms which facilitate
Spacecraft sabsystcm intcgraiion  and {cst and a l s o
prov ides an cnvimnmcnt  for demonstration of ncw
technology in an end-to-cad system context. I’he l;s’l’
p rov ides core  scrviccs uadcr a layer of higher ICVCI
fonctions that enable intcgratiot) ofncw technologies.

‘Ihcsc tcch]mlogics might iactactc  ncw hardware as
WC]! a s  more abstract fllHC~iOllality  impicmcntcci ia
software. llardwarc sac}l as instrument interfaces, data
compression engines, or ACS clcvices can bc q u i c k l y
it]tcgratcct  osing commercial }~advarc  while breaclboarck
arc being imp]cmcntccl  in programmable gate arrays.
[~omplcx  software entities, such as rok-based ]o.gic
engines, can bc Iaycrcd quickly behind the reusable
sabsystcm iatcrfaccs  and ctcmonstrated  intcrac[ing  w i t h
other sof[warc components.

I;oture work includes forma] spccifica[ion  of tltc
‘1’ramel  mcssagiog fonclioas. Reverse cnginecriag of
fomlal specifications from existing spacecraft code has
bccl]clc]l)or]stratccl [C:A93], and distribLltcd  asyncbronoLls
l~lcssagillgscl~ci~~cs similart o”l’rat~]cl  have bcca formally
spccificcl  [A K86].

‘I’bctcchaiqLlcs  dcscrit>cd iathispapcr  wcrcdcvetopccl



by an eight pcrsoa team in abou( s ix  months,  “Ihc
rcsa Itinp, architect arc is used as dcmcmstraticm  of
spacccrdfl  t e c h n o l o g y  in a f l ight-l ike cavironmcat,
IIxpcricncc with exlencliag the archilcctarc  and using it
for intcgra(ioa of ncw techao]ogy  soppor[ the coaclusioa
Ihal these Icchaiqacs  arc robust and soitcd for incremeaial
clcvclopmcat  of Iargc, compicx, clistribulcd real-time
Systcllls.

‘1’hc work clcscribccl  in lh is paper was pcrformccl  at the
.lcl l’ropalsion  I  ,aboralcwy, ~aliforaia  Iastita(c d
‘1’cchaology, umlcr a  c o n t r a c t  with  the Natioaal
Acmnautics  and Space Administration. l)r. Auemheimcr’s
\VOrk \~aS SUppOlkd  thrOLlgh a  NASA/A SI ;I; Sllllllll Cr
l:acwlty Research }:ellowship  and a sabbatical provided by
(~aliforaia State LJnivcrsity,  f;rcsao.
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